Long-range correction for dipolar fluids at planar interfaces
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A slab-based long-range correction for dipolar interactions in molecular dynamics simulation of systems with a planar geometry is presented and applied to simulate vapor-liquid interfaces. The present approach is validated with respect to the saturated liquid density and the surface tension of the Stockmayer fluid and a molecular model for ethylene oxide. The simulation results exhibit no dependence on the cutoff radius for radii down to 1 nm, proving that the long-range correction accurately captures the influence of the dipole moment on the intermolecular interaction energies and forces as well as the virial and the surface tension.
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1. Introduction

The surface tension is an important mechanical and thermodynamic property of fluids. Despite its importance, there are only few reliable studies on the surface tension by molecular simulation, compared to the work done on bulk properties of the vapor-liquid equilibrium. The calculation of interfacial properties, such as the surface tension, is usually done in the canonical ensemble, with a liquid film in the center of the simulation volume, surrounded by vapor phases [1–7].

In molecular simulations of a homogeneous bulk fluid, the long-range part of the force field acting on a single molecule averages out beyond a certain cut-off $r_c$, and straightforward mean-field approximations can be applied to compute the long-range contribution to the energy and the pressure [8]. For electroneutral molecules, including dipoles, these corrections can e.g. be treated with the reaction field method [9]. Molecular simulations with interfaces are more challenging due to the inhomogeneity of the simulation volume which causes e.g. the approximation behind the reaction field method to break down [10].

For dispersive interactions, like the Lennard-Jones potential, various long-range correction (LRC) approaches exist which are known to be accurate for planar fluid interfaces, ranging from Ewald summation techniques [11, 12], the Fast Multipole Method (FMM) [13] and Multilevel Summation (MLS) [14] to slab-based LRC techniques [15–17]. Ewald summation techniques have the disadvantage that even highly optimized codes scale with $O(N^{3/2})$ in terms of the number of molecules $N$ [18, 19] and more sophisticated methods like PPPM Ewald scale with $O(N \log N)$ [12, 20]. Methods like FMM, MLS and slab-based LRCs have a more favorable linear
scaling, i.e. \( \mathcal{O}(N) \) [13, 14, 17, 21]. Additionally to the scaling behavior with the number of molecules, the scaling with the number of processing units of the Ewald summation techniques is unfavorable due to the large amount of communication needed for the Fourier transform [22]. In terms of the thermodynamic results, the different methods deliver a similar degree of accuracy for Lennard-Jones systems [12, 14, 16, 17].

There are more than 50 accurate molecular models for real fluids from previous work of our group based on multi-center Lennard-Jones plus point dipole force fields, which were adjusted to bulk properties of the vapor-liquid equilibrium [23–29]. For a comprehensive review of this modelling approach, the reader is pointed to work of Merker et al. [30]. Dipole-dipole interactions decay with \( r^{-6} \) for long distances, like the Lennard-Jones potential [31, 32]. Molecular simulations of heterogeneous systems (e.g. at interfaces) for dipolar fluid models are usually conducted with an Ewald summation for the treatment of the long-range interactions [33–36]. At planar interfaces, however, a more efficient LRC can be used that evaluates the density profile, exploiting the planar geometry of the system. Such a method is developed in the present work.

For this purpose, we combine the slab-based LRC approach by Janeček [16] with an angle averaged dipole-dipole interaction [31, 32]. This novel and efficient LRC is applied here to the Stockmayer fluid [37] and a molecular model of ethylene oxide [25].

2. Simulation Method

The intermolecular pair potentials studied in the present work consist of Lennard-Jones sites and a point dipole. The Stockmayer fluids consists of a single Lennard-Jones site and superimposed point dipole [37]. The molecular model of ethylene oxide by Eckl et al. is modeled by three Lennard-Jones sites, i.e. two for the two methylene groups and one for the oxygen atom, and a superimposed dipole in the center of mass [25]. The pair potential is given as a sum of the different interaction types

\[
    u_{ij} = u_{ij}^{LJ} + u_{ij}^{Dipole}.
\]

The Lennard-Jones potential

\[
    u_{ij}^{LJ} = 4\epsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right],
\]

has two parameters, the energy parameter \( \epsilon \) and the size parameter \( \sigma \). The dipole-dipole interaction is given by

\[
    u_{ij}^{Dipole} = \frac{\mu_i \mu_j}{r_{ij}^3} \left( \cos \gamma_{ij} - 3 \cos \vartheta_i \cos \vartheta_j \right),
\]

with the dipole moments \( \mu_i \) and \( \mu_j \), the relative orientations \( \vartheta_i \) and \( \vartheta_j \) between the distance vector \( r_{ij} \) and the dipole orientations, the azimuthal angle of the two dipole orientations \( \gamma_{ij} \) [38] and \( 1/4 \pi \epsilon_0 = 1 \).
The intermolecular potential is usually truncated in molecular simulations, for numerical reasons. The error made by this approximation has to be corrected with a LRC. For the Lennard-Jones interactions a slab-based LRC from previous work of our group is used in the present study [17]. For the dipolar interactions a novel slab-based LRC is presented.

On the long range the dependence of the interaction on the orientation of the molecules averages out, due to the large number of interaction partners, assuming that the fluid molecules do not have a preferred orientation. For the LRC the angle averaged version of equation (3) is therefore applicable, which is given by

$$u_{ij}^{\text{Dipole}} = \frac{1}{3k_B T} \frac{\mu_i^2 \mu_j^2}{r_{ij}^6},$$  \hspace{1cm} (4)

with the Boltzmann constant $k_B$ and the temperature $T$ [31, 32].

In the present work molecular simulation of planar interfaces are conducted, i.e. the density only changes in the direction normal to the interface, which corresponds to the $y$-direction here. The LRC is based on the density profile $\rho(y)$. The correction term $U_{iLRC}$ is a sum over all $N_s$ slabs in the simulation volume, including periodic boundary conditions. It is calculated between the molecule $i$ and the molecules in slab $k$ by

$$U_{iLRC} = \frac{1}{2} \sum_k N_s 2\pi \rho(y_k) \Delta y \int_{r'}^\infty dr \frac{\mu_i^2 \mu_j^2}{3k_B T r^6},$$  \hspace{1cm} (5)

where $\rho(y_k)$ denotes the density in slab $k$ and $\Delta y$ is the slab thickness. The factor $1/2$ in equation (5) is due to the fact that the potential energy is defined by a pair potential, one half of which can be assigned to each interacting molecule. The radial distribution function was assumed to be unity beyond the cutoff radius. According to Siperstein et al. [39], the lower integration bound $r'$ has to be selected in a way to prevent a double calculation. If the normal distance $\xi = |y_i - y_k|$ between a molecule $i$ and the slab $k$ is smaller than the cutoff radius, the cutoff radius has to be used as the lower integration bound, otherwise $\xi$ is used, i.e.

$$r' = \begin{cases} \xi, & \text{if } \xi > r_c \\ r_c, & \text{instead.} \end{cases}$$  \hspace{1cm} (6)

The correction for the forces is given in a similar manner.
\[
F_{i}^{\text{LRC}} = -\sum_{k}^{N_{s}} \pi \rho (y_k) \Delta y \int_{r}^{\infty} dr \frac{\partial u}{\partial r} \frac{r}{r'}
\]

\[
= -\sum_{k}^{N_{s}} \pi \rho (y_k) \Delta y \frac{\mu_i^2 \mu_j^2}{3k_B T r'^6} \xi.
\] (8)

At a planar interface, the pressure is not isotropic. If the pressure is calculated by a virial approach \[40\], the components of the tangential and normal direction of the virial tensor are different, and the same holds true for the LRCs of the respective spatial directions. The LRC for the normal virial, which corresponds to the y-direction, is

\[
\Pi_{N,i}^{\text{LRC}} = -\frac{1}{2} \sum_{k}^{N_{s}} \pi \rho (y_k) \Delta y \int_{r'}^{\infty} dr \frac{\partial u}{\partial r} \frac{r^2}{r'}
\]

\[
= -\sum_{k}^{N_{s}} \pi \rho (y_k) \Delta y \frac{\mu_i^2 \mu_j^2}{6k_B T r'^6} \xi^2.
\] (9)

The tangential virial, corresponding to the x- and z-direction here, is

\[
\Pi_{T,i}^{\text{LRC}} = -\frac{1}{4} \sum_{k}^{N_{s}} \pi \rho (y_k) \Delta y \int_{r'}^{\infty} dr \frac{\partial u}{\partial r} r^2 - \xi^2
\]

\[
= -\sum_{k}^{N_{s}} \pi \rho (y_k) \Delta y \frac{\mu_i^2 \mu_j^2}{24k_B T r'^6} (3r'^2 - 2\xi^2).
\] (10)

The correction terms differ only in the prefactors compared with the slab-based LRC for the Lennard-Jones interactions, if the \( r^{-12} \) terms are neglected.

3. Simulation details

The above correction terms were implemented in the \textit{ls1 mardyn} molecular dynamics code \[41, 42\] to validate the present LRC approach. The equations of motion were solved by a leapfrog integrator \[43\] with a reduced time step of \( \Delta t = 0.001 \sigma \sqrt{m/\epsilon} \) for the Stockmayer fluid and \( \Delta t = 1 \) fs for the ethylene oxide model \[25\] which were studied as test cases. Simulations were conducted in the canonical ensemble with \( N = 16,000 \) molecules. The liquid phase was in the center of the simulation volume, surrounded by vapor on both sides. The elongation of the simulation volume normal to the interface was 80 \( \sigma \) to limit the influence of finite size effects \[44\]. The spatial extension in the other directions was at least 20 \( \sigma \). A numerical resolution of the density profile given by a thickness of the LRC slabs of \( \Delta y = 0.1 \sigma \) was used throughout. For ethylene oxide, the \( \sigma_{\text{CH}_2} \) value of the methylene groups is used as the reference \( \sigma \). The equilibration was conducted for 500,000 time steps and the production runs for 2,500,000 time steps to reduce statistical uncertainties. The statistical errors were estimated to be three times the standard deviation of five block averages \[45\], each over 500,000 time steps. The saturated
densities were calculated as an average over the respective phase excluding the area close to the interface, i.e. the area where the first derivative of the density with respect to the \( y \) coordinate is not zero. The surface tension was computed from the deviation between the normal and the tangential diagonal components of the overall pressure tensor [46, 47]. Thereby, the tangential pressure \( p_T \) was determined by averaging over the two tangential components of the pressure tensor.

\[
\gamma = \Pi_N - \Pi_T = \frac{1}{2A} \int_{-\infty}^{\infty} dy \left( p_N - p_T \right)
\]  

(11)

Series of molecular dynamics simulations were carried out for the Stockmayer fluid with different dipolar strengths and ethylene oxide. Three different approaches are compared regarding the influence of the cutoff radius: Simulations without any LRC, simulations with a LRC only for the Lennard-Jones interactions and simulations with a LRC for the Lennard-Jones plus the dipolar interactions.

4. Results

Figure 1 shows the density profile for the Stockmayer fluid with a dipole moment \( \mu^2 = 5 \epsilon \sigma^3 \) for a temperature close to the triple point temperature. The simulations have been performed with the present LRC approach. The force correction \( F_{\text{LRC}} \) due to the LRC for the dipolar interactions is shown for various cutoff radii. \( F_{\text{LRC}} \) is negligible in the liquid and the vapor phase, which has to be expected, since the molecules have a nearly homogeneous neighborhood. At the interface \( F_{\text{LRC}} \) exhibits a maximum due to the strong inhomogeneity, with the very dense liquid phase on the one side and the sparse vapor phase on the other side. The range of influence of \( F_{\text{LRC}} \) is approximately 10 \( \sigma \), which means that molecular simulations with a cutoff radius \( r_c = 10 \sigma \) should be sufficient without any LRC at low temperatures. Molecular simulations are usually performed with a cutoff radius of half that size [48–52] and the computing time scales with \( r_c^3 \). Increasing the temperature increases the interfacial width and the range of the long-range interactions.

[Figure 1 about here.]

Figure 2 shows the saturated liquid density of the Stockmayer fluid with \( \mu^2 = 5 \epsilon \sigma^3 \) over the cutoff radius, for three temperatures from near the triple point up to 0.92 \( T_c \), where \( T_c = 2.29 \epsilon / k_B \) is the critical temperature [53]. The dipole moment of \( \mu^2 = 5 \epsilon \sigma^3 \) is larger than the value for any real fluid modelled by a Stockmayer fluid [29, 54–56]. The results for the saturated liquid density that were determined with the present novel LRC scheme show hardly any dependence on the cutoff radius even down to \( r_c = 2.5 \sigma \), while the other approaches show significant deviations from the reference bulk saturated liquid density [53].

[Figure 2 about here.]

It is known that Stockmayer fluids with large dipole moments tend to form structured chains [57, 58]. Nonetheless, to check the performance of the LRC, the dipole moment was increased to \( \mu^2 = 16 \epsilon \sigma^3 \). The temperature ranged from close to the triple point up to 0.9 \( T_c \), where \( T_c = 4.68 \epsilon / k_B \) [58]. Figure 3 shows the results for the saturated liquid density. A cutoff radius of \( r_c = 3.5 \sigma \) is needed for the Lennard-Jones plus dipolar LRC to yield accurate results. However, the simulation results for both other approaches show much larger deviations over
the entire temperature range, which proves that the present LRC substantially increases the simulation accuracy even under extreme conditions.

As a test case for real fluids, ethylene oxide is considered. The cutoff radius is expressed here in multiples of the \( \sigma \) value of the methylene interaction sites, i.e. \( \sigma = 3.5266 \, \text{Å} \), to make it better comparable with the simulation series for the Stockmayer fluid. The reduced cutoff radius was varied from 2.5 to 6 \( \sigma \), corresponding to 0.88 nm to 2.12 nm. Simulations were performed for 200, 300 and 400 K, i.e. from triple point temperature up to 0.85 \( T_c \), where \( T_c = 469.2 \, \text{K} \) [60]. Figure 4 shows the results for the saturated liquid density. The results with the LRC for the Lennard-Jones plus dipolar interactions are even better than the results for the Stockmayer fluid with \( \mu^2 = 5 \, \epsilon \sigma^3 \), leading to cutoff independent results down to \( r_c = 2.5 \, \sigma \). The simulations with no LRC or a LRC for the Lennard-Jones potential only, show a noticeable deviation from the reference [25].

The basic assumption behind the LRC is a planar interface and no preferred orientation of the molecules. To proof that this is valid, Figure 5 shows the orientation of the molecules over the \( y \) coordinate.

The orientational parameter \( P \) was introduced by Harris [61]

\[
P(y) = 3(\cos^2 \theta - 1)
\]

, where \( P(y) = -0.5 \) means that the molecules are oriented parallel to the interface, \( P(y) = 1 \) normal to the interface, and \( P(y) = 0 \) means that the molecules are randomly oriented. For all fluids investigated in the present work, the orientation was evaluated at the lowest temperature and a cutoff radius of \( r_c = 6 \, \sigma \). No preferred orientation is found, which confirms that the present approach is applicable. Due to the low temperature and the corresponding low vapor density, the fluctuations of the order parameter is relatively high in the vapor phase. Preferred orientations occur if an external field is present. In these cases, a LRC which takes the orientation explicitly into account is necessary [36, 59].

Another very important property of the vapor-liquid equilibrium is the surface tension, which is much more sensitive to the truncation than the saturated liquid density. The surface tension of the fluids discussed above was determined with the three different approaches. Figure 6 shows the surface tension over the cutoff radius for the two Stockmayer fluids and ethylene oxide for one selected temperature of each fluid. The surface tension determined with the Lennard-Jones plus dipolar LRC scatters around a single value for the Stockmayer fluid with \( \mu^2 = 5 \, \epsilon \sigma^3 \) and ethylene oxide, showing no real dependence on the cutoff radius at least down to about 3 \( \sigma \), while both other methods show a significant dependence on the cutoff radius. The surface tension of the Stockmayer fluid with \( \mu^2 = 16 \, \epsilon \sigma^3 \) is overestimated with the Lennard-Jones plus dipolar LRC, as well as the saturated liquid density, below \( r_c = 3.5 \, \sigma \). The other approaches show a large dependence of the surface tension on the cutoff radius and the surface tension values do not converge, even for a large cutoff radius up to \( r_c = 6 \, \sigma \).
Like the slab based LRC from previous work for the Lennard-Jones interactions [17], the computing time of the slab-based LRC for dipolar interactions scales almost linearly with number of molecules. The amount of additional computing time is approximately 10% at the lowest cutoff radius, and the computing time for the LRC is independent of the chosen cutoff radius. On the other hand, the overall computing time is very significantly reduced by reducing the cutoff radius, since much fewer interactions have to be evaluated explicitly. With the present LRC approach, this is reliably possible even for dipolar fluids. In absolute terms, independent of the cutoff radius, only a very small amount of computing time is used for the calculation of the long-range correction.

5. Conclusion

In the present work, a new slab-based LRC approach for dipolar fluids and planar interfaces was presented. It was applied to molecular models consisting of Lennard-Jones sites and a dipole. The influence of the LRC on the saturated liquid density and the surface tension was determined. The present LRC approach yields good results for both properties and shows no dependence on the choice of the cutoff radius down to small radii of about 2.5σ. The LRC reduces the deviations due to the truncation of the potential significantly, enabling molecular simulations with planar interfaces and a small cutoff radius.
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Figure 1. Density profile (gray) and long-range force correction $F_{\text{LRC}}$ (black) of the dipole-dipole interactions over the coordinate normal to the interface for the Stockmayer fluid with $\mu^2 = 5 \epsilon \sigma^3$ and $T = 1.28 \epsilon/k_B$. Comparison between the long-range force correction for the dispersive Lennard-Jones interactions and dipolar interactions for a cutoff radius of 2.5 $\sigma$ (top); long-range force correction for dipolar interactions and cutoff radii of 2.5, 3.0, 3.5 and 6.0 $\sigma$ (bottom). The position of the equimolar dividing surface and the maximum of $F_{\text{LRC}}$ are at $y = 0$. The density profile is hardly influenced by the choice of the cutoff radius, cf. Figure 2, and the density profile of a molecular simulation with a cutoff radius of 6.0 $\sigma$ is shown.
Figure 2. Saturated liquid density over the cutoff radius for the Stockmayer fluid with $\mu^2 = 5 \sigma^3$. Comparison between simulations without LRC (open squares), Lennard-Jones LRC (open diamonds), Lennard-Jones plus dipolar LRC (full circles) and reference values by Stoll et al. [53] (dashed lines).
Figure 3. Saturated liquid density over the cutoff radius for the Stockmayer fluid with $\mu^2 = 16 \sigma^3$. Comparison between simulations without LRC (open squares), Lennard-Jones LRC (open diamonds), Lennard-Jones plus dipolar LRC (full circles) and reference values by Bartke et al. [58].
Figure 4. Saturated liquid density over the cutoff radius for ethylene oxide. Comparison between simulations without LRC (open squares), Lennard-Jones LRC (open diamonds), Lennard-Jones plus dipolar LRC (full circles) and reference values by Eckl et al. [25] (dashed lines)
Figure 5. Orientational parameter $P$ over coordinate normal to the interface for Stockmayer fluid with $\mu^2 = 5 \epsilon \sigma^3$ (black dashed), $\mu^2 = 16 \epsilon \sigma^3$ (black solid) and the ethylene oxide model by Eckl et al. [25] (gray solid).
Figure 6. Surface tension over the cutoff radius for Stockmayer fluid with $\mu^2 = 5 \epsilon \sigma^3$ (top), $\mu^2 = 16 \epsilon \sigma^3$ (center) and the ethylene oxide model by Eckl et al. [25] (bottom). Comparison between simulations without LRC (open squares), Lennard-Jones LRC (open diamonds) and Lennard-Jones plus dipolar LRC (full circles).