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Abstract

Menisci of the truncated and shifted Lennard-Jones fluigdveen parallel planar walls
are investigated by molecular dynamics simulation. Thertie characteristic energy of the
unlike dispersive interaction between fluid molecules aatl @oms is systematically varied to

determine its influence on the contact angle. The temper&waried as well, covering most
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of the range between the triple point temperature and ttieadriemperature of the bulk fluid.
The transition between obtuse and acute angles is foundto ata temperature-independent
magnitude of the fluid-wall dispersive interaction enei@w the basis of the present simulation

results, fluid-wall interaction potentials can be adjugtedontact angle measurements.

| ntroduction

A major challenge for molecular modeling consists in therdedin of unlike interaction potentials.
In the past, a variety of combination rules were proposederad which was found to be valid in
general. Several of these, including the Lorentz-Berthetonbination rule, are considered to
be a good starting point for further adjustment in most chs@$e present work contributes to
understanding the dispersive interaction between a sa@libamd a fluid, which is essential for the
analysis of adsorption and microscopic flow properties.

In principle, the Lorentz-Berthelot rule can be applied éffective pair potentials acting be-
tween the fluid particles and the atoms of a solid #3llbased on size and energy parameters
derived from properties of the solid and the fluid. Howevdrjlerusing combination rules to ex-
trapolate from homogeneous bulk solid and fluid propertesterfacial phenomena can lead to a
good agreement with the actual behavidhis approach has only shaky theoretical foundattons
Unlike pair potentials between a fluid and a solid can only Xjgeeted to give reliable results
if they are developed using actual information on fluid-walhtact effects. Since adsorption in
nanopores can be studied on the basis of effective pair pai&tP2 it is obversely possible to
fit model parameters to adsorption isothetfhsThe present study follows the line of research,
suggested by Werder et &t., of adjusting unlike parameters to contact angle measurame

Using density functional theory, Teletzke et &l.examined the dependence of wetting and
drying transitions on characteristic size and energy patarsa of the fluid-wall dispersive inter-
action. Subsequently, Sokotowski and Fisctieas well as Giovambattista et &f. investigated
fluid density profiles in extremely narrow channels for salgalues of the fluid-wall dispersive

energy and surface polarity, respectively. On the micrpscand the nanoscopic level, the statics
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and dynamics of fluids under confinement and the correspgrdiee-phase contact lines can also
be investigated by the lattice Boltzmann method®

Molecular dynamics (MD) simulation can be applied to thislgem as well, leading to a con-
sistent molecular approach. The increase in computing pane the development of massively
parallel MD software provide tools for simulating system#wa large number of particles. Sys-
tem sizes accessible to MD simulation are getting closdrasimallest experimental settings. This
allows comparing simulation data directly to experimeotadervables for a growing spectrum of
properties, including the contact angle. The truncated<niied Lennard-Jones (LJTS) poten-
tial1® is used in the present work for describing both the fluid-fand the fluid-wall interaction,
leading to systems that extend previous studies on inerfacperties for the LITS flufd—22
Hysteresid? as well as the formation and growth of liquid precursor layar the surfackare not

discussed as the present work deals with equilibrium ptegsenf the phase boundary only.

Model and ssmulation method

Like the original Lennard-Jones (LJ) potentitaf(r) = 4¢ [(o/r)'2— (0/r)®], the LITS modéf

uLJ(rij) — ULJ(I’C) rij <Tr¢

(1)

;s (rij) =
0 rij > re,
with a cutoff radius of; = 2.5 g, accurately reproduces the thermophysical properties\aral
non-polar fluids, in particular noble gases and methane nvauequate values for the size and
energy parameters ande are specified’. Due to the relatively small cutoff radius, molecular
simulation is comparably fast, while the full descriptivener of the LJ potential is retained even
for systems with phase boundarfés
In order to accurately describe properties of a solid maltatiis usually necessary to employ
multi-body potentials which have a large number of modehpeaters and are computationally

quite expensiv&2% The present study, however, does not regard the propeftaespecific wall



material but rather the influence of the fluid-wall dispegesinteraction on the fluid itself. Ac-
cordingly, a layered wall was represented here by a comyestthightforward system of coupled
harmonic oscillators, using different spring constdnsandDy; for the transverse vibration with

respect to the layers
D

un) = 5 —¥0)?, (2)
whereiny; is the equilibrium value of thg coordinate (i.e. the direction perpendicular to the wall),

and longitudinal oscillations,
D
U (rij) = —sz(fij —A?, 3)

with respect to the equilibrium bond lengthbetween neighboring atomand j.
Fluid-wall interactions can be represented byl slightly modified’ LJ potentials, acting
between fluid particles and the atoms of the solid. Folloviimg approach, the LITS potential

with the size and energy parameterg = o as well as

gw = (€, 4)

was applied for the unlike interaction using the same cutalius as for the fluid. Potential pa-
rameters for the molecular models of the fluid as well as thid somponent were chosen such as
to represent methane and graphite, respectively. For tigg the LJTS size and energy parameters
0 =3.7241 A anct /k = 175.06 K, as well as the molecular mass 16.04 u were used, so that
the carbon-carbon (C—C) bond length in graphite 1.421 A%8 can be expressed in LJ unitsAs
=0.38160, while the interlayer distanceé = 3.35 A corresponds to 0.8996

The spring constariDy, = 15600 N/m related to the $fponds was adjusted to the C—C radial
distribution function obtained from simulations with ther§off** potential, for a system consist-
ing of seven graphite layers with 7052 carbon atoms per Iayes distribution had to be rescaled
because as previously shotdf>, the Tersoff potential deviates by about 3% from the actoalb
length in graphite. In agreement with the relation betwédenG@-C bond energy (4.3 eV) and the

interaction energy between adjacent graphite layers @03, the interlayer spring constant was
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Figure 1: Simulation snapshots for the reduced fluid-wapdrsive energy = 0.09 (left) and
0.16 (right) at a temperatuiie= 0.73¢/k. The upper half is reproduced in the bottom to illustrate
the effect of the periodic boundary condition.

specified ady = Dyx,/60. Egs. (2) and (3) ensure that the wall atoms oscillaterafdbe fixed
y coordinate that corresponds to their layer, while no paldick andz coordinates are preferred
because the atoms are only connected with their immediagalmars to permit individual sliding
of the wall layers.

Parallel canonical ensemble MD simulations were condusitidthe progrants1 Mardyrt?,
using spatial domain decomposition based on a linked c#dl staucture, to obtain the contact an-
gle dependence on the temperature and the reduced fluidhsdirsive energy. For all simulation
runs, the equations of motion were integrated accordingp¢oVerlet leapfrog algorithm with a
time step of 1 fs, i.e. #9-10% £ /2m%2g in LJ units. Vapor and liquid were independently
equilibrated in homogeneous simulations for 10 ps. Thisfebswed by 200 ps of equilibration
for the combined system, i.e. a liquid slab surrounded byprémverall containing between 13 600
and 15 800 fluid particles), with a wall consisting of fouréay (containing 7052 carbon atoms
per layer), cf. Figure 1, where the starting configurationtamed a planar vapor-liquid interface
perpendicular to the coordinate axis. The length of the simulation box for the borad system
was 29.10 in x direction, 32.Qo in y direction, and 46.1 in zdirection in all cases. Note that the
distance from the wall is given by thecoordinate, whilez is the characteristic direction for the
density gradient of the fluid. The periodic boundary cowditivas applied to the system, leaving

a channel for the fluid with a height of 27abetween the wall and its periodic image.



Via binning, the density profiles were averaged over at 1886tps after equilibration. The
arithmetic mean density, = (p’+p")/2 was applied to define the position of the phase boundary,
wherep’ andp” are the saturated bulk densities of liquid and vapor whietkaown for the LITS
fluid from previous workP. In the immediate vicinity of the wall, the fluid is affectegt bhort-
range ordering effecfs®32 The influence of this phenomenon was minimized by takingiten
averages over a bin size of aboutr1cf. Figure 2, following Giovambattista et &. A circle was
adjusted to the positions of the interface in the bins cpoeding to distances between 3 and 11
o from the wall, and the tangent to this circle at a distance affiom the wall was consistently

used to determine the contact angle.
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Figure 2: Vapor-liquid interface profiles for the reduceddtwall dispersive energy = 0.07 (up-
ward triangles), 0.10 (squares), 0.13 (circles), and Odb&vGward triangles) at a temperattire
= 0.82¢/k. Note that the full lines are circle segments, adjusted eéadita points that are repre-
sented by symbols. The almost perfect match between theduodil simulation results, indicated
by their collective agreement with the fit, reflects the miEei of the present simulation data. At
T = 1 ¢/k, however, the margin of error becomes more significant.

Simulation results

Menisci between parallel planar walls were simulated foeduced fluid-wall dispersive energy
{ between 0.07 and 0.16 at temperatures of 0.73, 0.82, 0.88] apk. Note that for the bulk

LJTS fluid, the triple point temperature is about 0s6% according to van Meel et al* while the
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critical temperature is 1.07 79k according to Vrabec et &°, so that almost the entire regime of
vapor-liquid coexistence was covered here.

High values of{ correspond to a strong attraction between fluid particles aall atoms,
leading to a contact angl® < 90°, i.e. to partial ¢ > 0°) or perfect § = 0°) wetting of the
surface. As expected, with increasing fluid-wall disperswnergy, the extent of wetting grows,
cf. Figure 1. As can be seen in Table 1 and Figure 2, the tianditom obtuse to acute contact
angles occurs at values between 0.11 and 0.13 over the whole studied tenyperainge. Present

simulation results were correlated by

(5)

717
cosd(T,{) = <1+ 7) tanh——

wheret = (1—T/T,) ! approaches infinity fof — T, while Z = 0.119 is the reduced fluid-wall
dispersive energy that leads to a contact angi& ef 90°.
Perfect wetting or drying is present where Eq. (5) yieldstosl or cosd < —1, respectively.

In particular, both the value & and the symmetry relation
cosd(T,Z—Al) = —cosd (T, Z+AQ), (6)

were found to be temperature-independent. Note that thelaiion results stronlgy suggest such

Table 1: Contact angle of the LJTS fluid on graphite from MDudattion as a function of reduced
fluid-wall dispersive energy and temperature.

z KT/e | 073 082 088 1
0.07 127 134 139 180
0.09 112 116 119 180
0.10 107 106 109 145
0.11 9® 95 96 128
0.12 —  — 8 8F
0.13 8r 79 76 8I°
0.14 7 67 63 O
0.16 58 45 40 O




a symmetry property, cf. Figure 3, which is not an artifactraf correlation.
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Figure 3: Simulation results for the contact angle in depexd of the reduced fluid-wall dis-
persive energy at temperature3 = 0.73 (diamonds), 0.88 (squares), and /K (circles), in
comparison with the proposed correlation (solid lines) &gf. (5), and the linear approximation
(dotted lines), cf. Eqgs. (8) and (9), with= —7 o¢.

Figure 3 shows, particularly for high temperatures, thatdéhis a narrow range af values
that lead to the formation of a contact angle as opposed fegievetting or drying. The present
plots agree qualitatively with those determined by Giovattista et al®3 for the influence of the
polarity of hydroxylated silica surfaces on the contactlarigrmed with water. In Figure 4, it
can be seen that the extent of wetting (or- Z) or drying (for{ < Z), respectively, increases as
the temperature approach&s Eventually, this leads to the known phenomenon of critzaht
wetting®® for the whole range above a wetting temperaflyje

The effects described above can be accounted for by the Yegunation

T7 Z7p”) B VS(T7 Z?p/)

cosd(T,{) = Wl /T) :

(7)

which relates the vapor-liquid surface tensipand the contact angle to the interfacial tensypn
that acts between wall and vapor or liquid. Qualitativdtg essential phenomena are reproduced

by assuming a linear dependence of the fluid-wall surfacgidaron the fluid density as well as



contact angle &in degrees
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Figure 4: Simulation results for the contact angle in depewd of the temperature at fluid-wall
dispersive energieg = 0.09 (upward triangles), 0.10 (squares), 0.12 (bullars),0.14 (downward
triangles), in comparison with the proposed correlatiaslidslines), cf. Eq. (5), and the linear
approximation (dotted lines), cf. Eqgs. (8) and (9), wite: —7 €. The entire temperature range
between triple point and critical point of the bulk fluid isosim.

the magnitude of the fluid wall interaction

%y \
(az ap)T —° ®

op 7

whereinp refers to the density of the fluid. Fer~ —7 o¢, a good quantitative agreement is

with

=0, 9
=z

obtained, cf. Figures 3 and 4, using the values of Vrabec. & &br the density of the bulk fluid
phases and the vapor-liquid surface tension. This illtestrthat despite its nanoscopic dimension,
the Young equation and related concepts, such as effedindird) surfaces between the fluid
phases as introduced by Gibbs, are fully applicable to thesiigated system geometry.

The deviation of the contact angle from“d@creases witih — T, because/(T) converges to

zero faster than the density differeng€T) — p”(T) between the two fluid phases. The relevant



critical exponents in case of the LJTS fluid are

(10)

for the saturated densities of the bulk fléfdin accordance with the Guggenheifhapproach,

and

_dInv(T)_q01
din(Te—-T) 7

(11)
for the vapor-liquid surface tensié® confirming a similar value (1.26) obtained from fluctuation
theory of critical phenomerfa.

The correlation given by Eq. (5) suggests for the presenésya first-order transition between
partial and perfect wetting or drying, respectively, ascdégd by Cahif®. With ¢ ~ Z, Fig-

ure 3 shows that the contact angledepends linearly on the fluid-wall dispersive energy, ard th

symmetry property suggests for= Z that ys does not depend on the density of the fluid.

Comparative discussion

Quialitatively, the symmetry relation given by Eq. (6) cdrosates Monsof® who obtained the
same property based on mean-field DFT calculations. If emgdr lof the wall is approximated as
a plane of uniform density, the well depth of the fluid-wall dispersive interaction,ialhcan be

used to compare different interaction models quantittive given by

00 L-1
— i s 2 4,211/2
W=—n¢ rchrJ'/o dA 2\ /;ut ([y+o2+27"7), (12)

for a system ot layers with an interlayer distance ¥f In the present case witl = 2.5 o for the
LJTS potential as well as a surface densityjof 5.2870 2, an interlayer distance &f = 0.8996
o, and the number of layels = 3 (the fourth layer of the wall is beyond the cutoff radius)e
obtains

W =17.29kT; - Z, (13)
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normalized by the critical temperatufe = 1.0779¢ /k of the bulk LJTS fluid®. The transition
from obtuse to acute contact angles, occurring at 0.119 in the present case, therefore corre-
sponds to a well depth &t = 2.057KT,.

A very similar system was investigated by Bucior et®alalbeit for the LITS fluid with a
cutoff radius of 2/¢ o as well as a rigid wall with a surface densify= 1.734202 and a single
solid layer, i.e.L = 1. For that fluid, the critical temperature is given by Scheraet al3® as
T = 0.9999¢ /K, so that the fluid-wall dispersive energy was related to te# depth byW =
5.429KkT. -  according to Eq. (12). From the density profiles of Bucior lef ane finds that
a rectangular contact angle is reached for a reduced fluideigpersive energy, between 0.61
and 0.7, i.e. BkT; < Wz < 3.8KT. which is on the same order of magnitude as the present result.
The quantitative deviation has to be attributed to the dbfiié solid structure, since the single wall
layer of Bucior et al® leads to a faster decay of the fluid-wall dispersion with eesgo the
distance than in the present simulations where three lagrslirectly interact with the fluid. A
larger value of\;z/(kTe) is required to compensate for the effectively smaller Ibragale of the
dispersive interaction.

The present correlation, cf. Eq. (5), predicts perfect wetfor

—0.588
W W o
Tw (k—T) =[1- o.144[<tanh[o.665k—Tc — 1.37} ) - ] Te. (14)

The transition to perfect wetting was also simulated by Bejgal.3° who applied the Monte Carlo
method in the grand canonical ensemble to neon on metaksgtfdhereby, the full LJ fluid, with
Tc = 1.310¢/k as determined by Lotfi et d°, was used to model neon. Wit = 2.13kT,
representing magnesium, they obtained a wetting temperafd,, ~ 0.50T, as opposed to the
present results which imply that perfect wetting is onlyctesd above 0.97%, in the immediate
vicinity of the critical temperature.

As Bojan et al3® themselves remark, their calculations predict a much lometting tem-

perature than a similar previous study by Sokotowski andr&g*! on the local structure of fluid
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argon in contact with solid carbon dioxide (with the sameigalfW /€). The latter MD simulation
results used a size parametgy; / o that is significantly smaller than unity in case of argon aad c
bon dioxide’>41and therefore cannot be directly compared to the preserk, wimce varying the
interaction length scale can lead to qualitatively difféngroperties such as a change in the order
of the wetting transitiok®. However, it should be pointed out that significantly bettgreement
was obtained here with the results of Sokotowski and Fisth#ran with those of Bojan et al?.
The results presented above can now be used to provide amagéstior the magnitude of the
dispersive interaction between fluids and wall materiaisvioich experimental data on the contact
angle are available. For instance, regarding the refrigeRd34a (1,1,1,2-tetrafluoroethane) at
temperatures between 10 and“€l) Vadgama and Harrf§ obtained contact angles of 5.5 1°
on copper and 7+ 1° on aluminum. WithT = 0.85T,, which is 45°C for R134a, the well depth
can be estimated &¥/k ~ 2.9T; = 1100 K in both cases on the basis of Egs. (5) and (13).

This can be related to a molecular model of the dispersiwgaction by

W = —pw min/md)\ 27\ /mdu o ([(y+0)2+27 7). (15)
y>0J0 0

whereinpy, is the density of the solid wall anak, is the dispersive interaction potential acting
between a fluid molecule and a wall atom. Note that, while Eg8) €orresponds to a sum over
truncated and shifted LJ-10-4 terms, Eq. (15) does not relgryy particular assumption on the
internal structure of the solid wall. If e.g. a LJ-12-6 pdtehis used forus,, it corresponds to
a LJ-9-3 interaction. This reasoning can plausibly be apiplo all fluids that do not exhibit an

excessively polar or anisotropic structure.

Conclusion

The contact angle formed between a wall and a vapor-liquetfice was determined by canon-
ical ensemble MD simulation for non-polar fluids with equanidith scales for the fluid-fluid and

fluid-wall dispersive interactions, while the magnitudelwo fluid-wall dispersive interaction and
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the temperature were varied. Over the whole temperatugerander investigation, the contact
angle dependence on the fluid-wall dispersive energy wasiftfollow a simple symmetry law,
whereby the dependence on the temperature is qualitatteegred by the Young equation, lead-
ing to a first-order transition to perfect wetting or dryinghagh temperatures. At a temperature-
independent value of the reduced fluid-wall dispersivegnéine interfacial tension between vapor
and solid as well as liquid and solid is equal, correspontlinipe transition between obtuse and
acute contact angles.

The present MD simulation results can be expected to carey tov macroscopic systems,
since a qualitative influence of the wall on the vapor-liguitérface profile, as determined by an
arithmetic mean density criterion, was only detected initheediate vicinity of the wall. At
temperatures of 0.88/k and below, in particular, the phase boundary was found tdrbest per-
fectly cylindrical for a distance from the wall exceedin 2., which approximately corresponds
to a nanometer. The generality of the present findings isgehiewy limited to systems where the
interaction between fluid molecules and the fluid-wall iat#ion are dominated by dispersion, as
opposed to electrostatics, such that the characterisigthescales of the fluid-fluid and the fluid-
wall dispersion are similar. Furthermore, the effects ofaste roughness were not discussed here,

although they are clearly decisive for many practical ajgtions.
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